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Abstract— In the last one decade, the utilization of mobile technology has increased tremendously. The development in the 

mobile technology is leading to the innovations in the smart phones. Now, smart phones are not only used for communication 

but also capable to support number of complex applications, mostly requires high computational power. Although these smart 

phones have several resource issues related to power capacity, data transfer, storage capacity, security and limited processing 

power etc. Power capacity is one of the most crucial issue of the current smart phones. However, mostly mobile devices 

emphasize on many power management functions to save the power but the overall saving is much less than actual 

requirement. In this situation, Mobile Cloud Computing provides good option of task offloading where any intensive 

computations are migrated to the remote servers or cloud.  Mobile Cloud Computing is a new network paradigm which merged 

the features of mobile computing and cloud computing to overcome the issues of mobile devices. It can also be a power saving 

paradigm which needs serious attention. Thus, this paper proposed a novel approach for energy aware task offloading for 

mobile cloud environment. 
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I.  INTRODUCTION  

Cloud Computing is a popular trend in the field of 

networking that provides the facility to move the computing 

and data away from laptops and other portable devices [24]. 

The maturity of this technology is leading many enterprises 

to shifting their IT infrastructure to cloud. It offers many 

benefits in terms of accessibility of data, minimum cost, 

reliability, portability and unlimited storage [20]. In addition 

of the technology of cloud computing, Mobile Cloud 

Computing is an emerging trend which is the integration of 

mobile computing and cloud computing technology to make 

the constrained devices such as mobile phones resource full. 

It offers many features over mobile computing. It is a 

framework where resources are located remotely to the 

mobile devices. By Juniper study, from 2009 to 2015, the 

users of mobile applications have increased rapidly 

approximate 88% every year [15]. Now a days, mobile 

phones have enough capability to execute high range of 

complex applications, which requires more processing power 

and high energy consumption like video call, browsing, GPS, 

uploading, downloading and online shopping etc. [6].  Smart 

phones with limited processor capacity and limited memory 

can restricts the actual use of the device. Another drawback 

is power capacity of mobile devices. Power capacity is the 

most desirable feature in mobile devices. But mostly times it 

becomes the constraint to process mobile applications. It also 

restricts the best possible utilization of mobile devices. 

Lithium-ion batteries are capable to supply only few hours of 

energy. Charging points are not available every time 

especially when the person is moving. Thus, energy 

conservation is an important perspective in terms of 

resources as well as green environment. However, 

manufacturers are providing various solutions to conserve 

the energy such as low brightness, turning off the mobile 

data connection etc. But these options are not sufficient to 

resolve the issue completely. 

To resolve these issues, the process of task offloading or 

computational offloading provides good solution by 

offloading the resources demanding tasks to the resource rich 

environment of remote cloud server [1],[2]. This process is 

very helpful to boost up the computation capacity as well as 

to conserve the energy of mobile devices. Offloading can be 

static or dynamic. In static offloading, the decision-making 

parameters of offloading such as size of applications, 

available memory and storage, type of applications etc. are 

defined at the time of development whereas in dynamic 

offloading, these parameters are defined at the time of 

execution [3],[16],[22]. The decision of offloading also 
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depends on what components needs to be migrated, how and 

where components are migrated.  

Several research works exist to save the energy for mobile 

cloud computing environment. Mostly frameworks have not 

considered performance which is also an important aspect for 

mobile applications. Traditional frameworks used adaptive 

algorithms to offload the serious computations on cloud. 

Some research works has not focused on the transfer cost of 

data at runtime. This paper proposed a new approach for 

dynamic task offloading to save the energy and to augment 

the performance. The main objective of this work is to 

achieve the best solution to offload the most intensive parts 

of the mobile applications with proper utilization of 

resources.  

This paper is classified into following sections. Section II 

contain the related work for computational offloading in 

mobile cloud environment. Section III explains the 

methodology of proposed work with architecture and 

features. Section IV is discussion of results. Finally, Section 

V concludes the work with future scope.  

 

II. RELATED WORK  

Mobile Cloud Computing provides the framework to extend 

the assets for the mobile device over the communication 

network [11]. Authors discussed in [9],[26] the various 

advantages of the integrated use of mobile computing 

technology and the cloud computing technology. These 

mobile devices have some constraints related to energy, 

available bandwidth, less memory capacity, security and 

quality of services etc. [9],[18],[26]. Several research works 

have been done to conserve the energy by increasing the 

processing power and management of the display 

[8],[17],[22]. However, these changes require various 

modifications in the hardware and thus, the cost increases. 

 

Computation offloading is the technique that provides the 

advantage to resolve the challenges of resource poverty by 

transferring the complex and large computations from mobile 

to cloud server. Many offloading approaches and frameworks 

[4],[5],[7],[13],[15],[16],[19],[23],[25] are in existence which 

emphasized on energy optimization. However, energy can 

save by shifting the computation to the cloud. But the 

computational application must consume limited energy 

while transferring because sometimes the overhead of 

sending the files on network is too high [10],[21]. MAUI 

model [5] designed for power saving especially for the 

games’ applications in cloud environment. It optimizes 27% 

energy for the gaming application. But the drawback is the 

model used only saved data to the decision making of 

offloading. One of the approach for the task offloading is 

proposed in [16]. It works for high complexity problems and 

saves around 93% execution time and 96% energy which 

shows the better energy conservation and performance. 

Another model is µcloud [4] that works for decoupled 

application partitions. But at a time, it can compute single 

partition only. EECOF framework [15] proposed for the 

processing of large applications by using the cloud service 

models with the run-time migration of minimum partitions of 

the application. It conserves energy around 68% by 

compressing the size of data transmission by 84%. A 

dynamic offloading framework proposed [12] for adaptive 

partitioning to select the cloud category like edge cloud for 

task offloading. The goal of this model is to reduce the 

overall cost while offloading the tasks. Compss [13] 

framework is designed for the high-performance applications 

in a distributed environment. It supports the applications of 

minimum energy consumption. It is a transparent model that 

provides the facility to write the android code for 

applications. Then, these applications are transferred for the 

computation on cloud. This framework used merge sort 

application to validate the power saving. One of the model is 

MobiCloud [14] designed for ad-hoc networks and service- 

oriented architecture. It treats every node of the network as 

service node and create multiple replicas of the nodes on the 

cloud. Another framework [25] proposed for the offloading 

risk evaluation. It works on the several parameters related to 

offloading game theory. Matrix multiplication application is 

used for the validation of offloading decision making. 

Authors in [7] proposed a dynamic offloading algorithm to 

analysis the computations and transfers only most intensive 

methods to cloud to save the power. The algorithm has used 

quick sort application and word count to achieve the 

algorithm efficiency. 

 

III. METHODOLOGY 

The objective of this proposed work is to explore the 

optimum energy aware method to offload applications with 

intensive computation and resource requirements by 

introducing novel parameters. The proposed work also 

supports the concept of partitioning to equally partitioned the 

intensive task across mobile and cloud environments to 

optimize the overall energy. The decision for selection and 

offloading of tasks from mobile to the cloud depends on their 

calculated energy. The work employs cloud service models 

IaaS (Infrastructure-as-a-Service) and SaaS (Software-as-a-

Service) to optimize the overall energy. The approach 

considered in the work used the concept of benchmarking to 

estimate the value of consumed energy. The decision that 

allotted computational task is to compute on mobile device 

or cloud depends on the calculated value of consumed 

energy. The methodology includes experimental validation 

of the work through a simulated experiment that includes a 

setup of android mobile device Xiaomi note 4 with 

snapdragon 625 octa core processor, battery of 4100 mAh 

and RAM of 4 GB and a cloud simulator on a virtual server. 
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The cloud environment has been simulated by a machine 

running docker to provide virtual environment. 

The architecture of the proposed work is shown in Figure 1. 

It made up of two components local device (mobile) and 

remote server (cloud). 

Local Mobile Device Remote Server (Cloud)

 Application Offloaded Part/ Application

Reliable Data 

Connection

Task Manager

Decision Making  
Engine

Task Migration

Energy Model Handler

Resource Handler

Connection Manager

Task Manager

Task Queue Handler

Dynamic Input-Output

Result Migration 
Manager

Resource Handler

Connection Manager

Dynamic Task Handler Dynamic Task Handler 

 
Figure 1. Architecture of Proposed Work  

 

The mobile device or smart phone can be device like 

Android, Windows, iOS etc. The mobile device environment 

is made up of several sub components. The first component 

is Task Manager responsible to handle the computing tasks 

requested by the user. It manages the process of 

benchmarking to calculate the value of required energy. The 

second sub-component is Decision Making Engine is 

responsible to take the appropriate decision for offloading by 

using the estimated values of input parameters. It also 

decides the actual execution location of the allotted complex 

task. It also communicates with other subcomponents to take 

the required decisions. The next component is Connection 

Manager which manages the network connections and 

control part to the cloud. It handles the request and manages 

the required cloud resources on demand. Another sub-

component is Resource Handler which manages and allots 

the various resources to the computation and offloading 

process as per request. The other subcomponent is Energy 

Model Handler is responsible to calculate the consumed 

energy for a given particular task. It also communicates with 

decision making engine to take the optimum decision for 

offloading. Task Migration Handler is responsible to 

examines the input tasks and evaluates these tasks can be 

subdivided into sub tasks which can be further distributed 

across the mobile and cloud server. Once decisions are taken, 

then the tasks are migrated to appropriate locations for 

computation and the received results are merged together to 

provide the final outcome to the user. The last sub-

component is Dynamic Task Handler which manages 

multiple parallel activities like read and transmit operations. 

 

The remote server (cloud) environment is resource full 

environment also consists of several subcomponents. The 

first subcomponent of cloud environment is Task Manager 

manages the activity of task migration and it is also 

responsible for the various input and output functions. 

Another component is Task Queue Handler responsible to 

receive the tasks from the mobile device and scheduled them 

for execution. It can also demand the resources for execution 

on the cloud if there is a need. Connection Manager on the 

cloud server is responsible to handle the connections across 

distributed remote locations and these connections are 

transparent to the other execution engines. The next 

subcomponent of cloud is Resource Handler which monitors 

the utilization of resources demanded by other operations. 

Another subcomponent is Result Migration Manager handles 

the obtained results for the offloaded task on cloud and then 

return these results back to the mobile device. Dynamic 

Input-Output is the component of cloud application handles 

all the input-output files on behalf of the cloud application. 

There is corresponding Dynamic Task Handler on the cloud 

which manages multiple parallel activities like read and 

transmit operations done by the cloud. 

 

Research experiment has carried out by executing the 

computational task on mobile environment at first stage and 

on later stage, the proposed work has employed for 

offloading the intensive task partially or completely on cloud 

server. The computational task of size 10
7 

is selected for 

experiment. Benchmarking has performed for a selected size 

of task to calculate the average values of consumed energy, 

energy required for data transmission etc. By using these 

values, benchmarked coefficients are estimated for local and 

cloud environment to take the decision of offloading. 

Selection of the task is also an important decision. In the 

work, sorting algorithms (merge sort and quick sort) is 

selected as intensive tasks because these algorithms are quite 

efficient as compared to other sorting algorithms. Another 

reason is these algorithms works on the divide and conquer 

strategy and can be partitioned into multiple sub problems. 

The size of sub problems depends on the computational 

capacity of the local mobile device. Then, these subproblems 

executed simultaneously on local and remote environments 

and then the results from respective environments are merged 

to achieve final outcome. Hence the process of partitioning 

augments the overall energy efficiency of the task.  

 

Energy consumption is the important parameter to take the 

decision for offloading. It has calculated for both mobile and 
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cloud environment. The total energy required for execution 

on mobile device: 

Emob = consumed energy in data reading + consumed 
energy in writing data + consumed energy in activated 
execution state. 
The total energy for execution on cloud server: 

Ecd = Emob + consumed energy in data transmission on 
network.  
The total energy involved in partitioning:  

Epart = Ecd + consumed energy to partition the tasks + 
consumed energy for combining the results. 
 

Now, these above parameters Emob, Ecd, and Epart has 

calculated for the allotted sorting task. The environment with 

less energy requirement would prefer for execution. If the 

value of energy Emob is less than Ecd and Epart then the task 

executes on mobile. If the value of energy Ecd is less than 

Emob and Epart then the task executes on cloud server 

environment. Otherwise, partition the tasks into Tx and Ty. 

Then, execute the Tx on mobile and Ty on cloud and combine 

the results. The partitioning approach used in the work 

balances the tasks to mobile and cloud server environment 

for simultaneous execution. By proposed partitioning 

algorithm, Tx =N*BCmob /(BCmob+BCcd) and TY = N-Tx . 

Here, BCcd is benchmark coefficients for cloud environment 

and BCmob is benchmark coefficients for mobile environment 

and the final outcome is the combination of results achieved 

from Tx and Ty. It is also possible that one of these sets may 

be empty. The proposed approach works on parallel read and 

transmit operations during the execution to optimize the 

energy and performance enhancement. 

 

IV. RESULTS AND DISCUSSION 

The proposed work evaluated the computational task for both 

mobile and cloud environment by carried out different 

experiments. The experiment has done for sorting 

applications like merge sort and quick sort of different data 

size. The consumed energy is estimated initially for the 

mobile device and then for cloud server by proposed work. 

 

Initial experiment has done for merge sort which is a popular 

sorting algorithm. Figure 2 presents the energy consumption 

in mJ unit for different size of data for the application of 

merge sort. As shown by figure, the energy consumption is 

increasing along with the increment in data size. Merge sort 

is a problem of low time complexity. Thus, the results are 

good for small data size also on the mobile itself. But as data 

size increases, the overhead of sending the data to cloud 

through network is balanced by the achieved increased 

efficiency in computation at cloud server. The average size 

for which the offloading on cloud is beneficial at around 

3500000. Hence, there is an advantage in parallel execution 

on mobile and cloud.  

 

 
 

Figure 2. Size vs Energy Graph for Merge Sort Application 

 

In Figure 3, an energy consumption is 16.1% to 20.3% when 

proposed framework is compared with complete execution 

on mobile device environment and 10.3 % to 26.7% in the 

case of comparison of complete execution on cloud and 

proposed work (Partial offloaded execution on cloud) for 

different data size. 

 

 
Figure 3. Energy Reduction Percentage Graph for Merge Sort 

 

The next experiment has performed for the quick sort as it is 

one of the most efficient sequential sorting algorithm and 

good candidate for partitioning. It is the application of 

average time complexity in its worst case. As Figure 4 

shows, energy consumption also increases with the 

computation size. It is also clear that the energy consumption 
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is high for large data sets on mobile and lowest for proposed 

framework. 

 

 
 

Figure 4. Size vs Energy Graph for Quick Sort Application 

 

Figure 5 shows the comparison of energy advantage. It is 

clear that there is an advantage at around 1% to 53% in the 

case of comparison of proposed work with mobile execution 

and around 14% to 59% when proposed framework is 

compared with complete execution of computation on cloud. 

 

 
 

Figure 5. Energy Reduction Percentage Graph for Quick Sort 

It has been experimentally verified that addition of 

partitioning parameter and simultaneous execution of 

computation task leads to a significant reduction in energy 

consumption and this is an efficient way of task offloading as 

compared to conventional method of offloading. The 

proposed work shows the proper offloading of computational 

components from mobile to cloud. Hence, this approach is 

useful to achieve the energy optimization for mobile device 

as well as better performance.  

 

V. CONCLUSION AND FUTURE SCOPE  

Traditional research works have focused to speed up the 

processing and conserve the energy for mobile devices. In the 

paper, the author has proposed a novel approach to offload the 

intensive tasks by increasing the performance and energy 

efficiency. The approach focused on the process of 

benchmarking of the intensive task before execution. 

According to the estimated value for energy, the decision has 

taken for offloading. The proposed work also used the 

concept of partitioning to divide the tasks across mobile and 

cloud to achieve the efficiency. To maintain the 

synchronization, parallel read and transmit operations are 

performed. The experimental results prove that the proposed 

work provides better results for performance and energy 

efficiency. The experimental work has carried out by the 

execution of computational application such as sorting (merge 

sort and quick sort). The achieved efficiency for smaller data 

size is not large enough but as the data size increases, the 

efficiency also increased because actual overhead of sending 

the files of small size on network is high. It is balanced 

against the efficiency achieved in offloading of large data. 

The achieved efficiency is around 20% for the merge sort 

application and 53% for the quick sort. Thus, the combination 

of task partitioning and energy parameter leads to an 

augmented energy efficiency and performance. However, 

more research work is possible for enhancements. For large 

computations, the decision of dynamic offloading can be on 

periodic basis. Computational offloading can be explored for 

peer networks and edge clouds. 
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